ACE Weekly Report : 10/27/99








All ACE spacecraft subsystems are performing nominally. Two attitude maneuvers were successfully completed: on 10/22/99 and 10/27/99. The next attitude maneuver is scheduled for 11/02/99. 





ACE leonid plans were presented to the NASA Leonids review panel on 10/21/99. No action items were given specifically to ACE. A general action item for all projects was to staff the control center six hours before and after the storm peak (November 17, 9pm EST). The previous timeline planned for staffing three hours before and after the peak. A DSN pass has been scheduled to allow spacecraft contact from 5pm to 3am EST (approx. 4 hours before and 6 hours after the storm peak). Staffing plans will be reviewed and altered as needed (minimum of 3 people on shift during the storm peak). 





Several SEPICA instrument operational change requests were completed to adjust for the pressure fluctuation in fan #3. It has been noted that the pressure fluctuates with every attitude maneuver. Fan #2 pressure continues to slowly rise. However, it has not yet reached the point where instrument setpoint adjustments for the fluctuating pressure could allow for good science to be collected for that fan.





The monthly system engineering review board (SERB) was held on 10/26/99. Security patches to the HP operating system will be deferred until the new year. However, a tiger team has been formed to provide security scanning of the networks including the control centers. A potential outcome of the scans is that the OS patches would require approval and installation within a period of 30 - 60 days. Two annual MATLAB licenses were obtained for the MOR and MAR. Previously, the licenses had to be renewed on a monthly basis. This caused some problems occasionally when there were backlogs in the renewal process.  Since the license renewal does not involve a software upgrade, there was no need for Y2K approval and the licenses were installed on 10/26/99. 





A minor anomaly occurred on 10/27/99 but did not interfere with science data collection. While preparing for a maneuver, the backup string TPOCC software would not start up correctly. Processes associated with the enif return task kept exiting during the startup which prevented any realtime data from being received. The backup string is used for maneuver planning. The TPOCC software was brought up on another workstation and some workarounds were performed to allow the FDF analyst to attach to the realtime data so that the maneuver could be planned successfully.





